
 

       ABSTRACT

 

The current study examines the temporal parameters asso-
ciated with cross-modal integration of auditory-visual
information for sentential material. The speech signal was
filtered into 1/3-octave channels, all of which were dis-
carded except for a low-frequency (298-375 Hz) and a
high-frequency (4762-6000 Hz) band. The intelligibility
of this audio-only signal ranged between 9% and 31% for
nine normal-hearing subjects. Visual-alone presentation of
the same material ranged between 1% and 22% intelligi-
bility. When the audio and video signals are combined and
presented in synchrony, intelligibility climbs to an 

 

average

 

of 63%. When the audio signal leads the video, intelligibil-
ity declines appreciably for even the shortest asynchrony
of 40 ms. Additional increases in video delay result in a
progressive decline in  intelligibility, reaching a level com-
parable to that of the audio-alone condition for an asyn-
chrony of 400 ms. In contrast, when the video signal leads
the audio, intelligibility remains relatively stable for onset
asynchronies up to 160-200 ms. Hence, there is a marked
asymmetry in the integration of audio and visual informa-
tion that has important implications for sensory-based
models of auditory-visual speech processing.

 

1.   INTRODUCTION

 

Speechreading has been shown to improve speech under-
standing in difficult communication environments such as
those associated with background noise, reverberation and
hearing loss. The benefit provided by the integration of
auditory and visual speech cues relative to audio informa-
tion alone arises from at least two separate mechanisms.
First, independently derived speech information from the
eye and the ear are combined early in the decision-making
process so that what is ambiguous within a single modality
is rendered much less so in concert with the other [14][21].
Acoustic cues for place of articulation (e.g., [p] vs. [t] vs.
[k]) are often weakly represented or entirely absent in the
presence of noise or reverberation, while they are robustly
encoded in the visual modality. In contrast, voicing cues
(e.g., [p] vs. [b]) are robust acoustically, but are difficult to
discern in the visual signal. This complementary nature of
bimodal speech cues is an important factor underlying the
superiority of auditory-visual speech processing relative to
auditory-only recognition [8][14]. 

A second mechanism underlying the robust nature of audi-
tory-visual speech recognition is the observer’s ability to
track the low-frequency (< 30 Hz) modulation pattern

shared between the visible portion of articulatory motion
(derived from the lips, jaw, tongue tip, eye brows, etc.) and
the energy envelope of the acoustic signal (particularly in
the mid-to-high-frequency region of the spectrum [5][7]),
permitting the observer to group the acoustic and visual
streams into a single, coherent object.
When full-spectral-bandwidth speech is presented in back-
ground noise, auditory-recognition performance declines
in direct proportion to the signal-to-noise ratio [1]. When
visual speech cues are presented concurrently (and in syn-
chrony) with (acoustically) noisy speech, recognition dra-
matically improves. It has been shown by Grant and
colleagues that much of this improvement can be
accounted for by the complementary nature of low-fre-
quency acoustic cues and speechreading [8][9]. Analysis
of phonetic information contained in band-limited speech
from different regions of the spectrum suggests that
speechreading information is highly correlated with artic-
ulatory-acoustic cues (primarily, place-of-articulation)
associated with the portion of the speech spectrum above
800 Hz.

Corroboration of an association between speechreading
and mid-frequency acoustic cues is found in separate stud-
ies pertaining to the correlation between the area of mouth
opening and the acoustic amplitude envelope derived from
low-, mid- and high-frequency speech bands [5][7]. The
correlation between lip-area movement and the acoustic
amplitude envelope is greatest for mid-frequency bands
(800-2200 Hz) and least for low-frequency channels
(below 800 Hz). 

Because speechreading and audio-speech cues are pro-
cessed in a highly integrated fashion by the brain
[4][18][20] it is of interest to ascertain whether the time
constraints characteristic of speech processing derived
from concurrent auditory and visual information are simi-
lar to those in which only acoustic cues are present.

Greenberg and associates have recently shown that the
auditory system appears to be exquisitely sensitive to even
small amounts of asynchrony across the spectrum when
the speech signal is composed exclusively of acoustic
information [11][19]. In their studies the speech signal
(composed of sentences from the TIMIT corpus) was par-
titioned into 1/3-octave channels (“slits”) and most of the
spectrum discarded. In the conditions of greatest relevance
to the current study, four slits were concurrently presented,
(1) 298-375 Hz, (2) 750-945 Hz, (3) 1890-2381 Hz and (4)
4762-6000 Hz, either synchronously (84% or 88% intelli-
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gibility, depending on the specific set of listeners), or
asynchronously. The conditions of primary interest (for
the current study) are when the central slits, either as a pair
(bands 2 

 

and

 

 3) or singly (band 2 

 

or

 

 3), lead or lag the
other channels (cf. Figure 1). Desynchronization of the
central slits relative to the lateral bands has a dramatic
effect on intelligibility when onset asynchrony is as short
as 50 ms. Word recognition declines to a baseline associ-
ated with presentation of the central slits by themselves
(Figure 1). In most instances the order of asynchrony (i.e.,
whether the central slits lead or lag the lateral slits) has a
symmetrical impact on intelligibility (Figure 1).

Further increases in onset asynchrony among slits, up to
approximately 250 ms, results in a progressive decline in
intelligibility (Figure 2) to a level well below baseline (i.e.,
there is substantial interference between the lateral and
central bands), but is above performance associated with
the lateral bands alone (10%). For onset asynchronies
longer than 250 ms, there is a slight 

 

improvement

 

 in intelli-
gibility for most listeners.

The integration of audio-visual speech information
appears to obey different time constraints than those per-
taining to audio-only cues. It has been demonstrated that
when speechreading cues are presented asynchronously
with noisy, full-bandwidth speech (0.1-8.5 kHz), most
subjects are relatively insensitive to 

 

acoustic

 

 

 

delays

 

 up to
approximately 200 ms [6]. This result is in contrast to the
much greater sensitivity to cross-channel 

 

acoustic

 

 asyn-
chronies observed by Greenberg and colleagues [11][19].
One possible explanation for the different effects observed
in cross-modality asynchrony experiments relative to
audio-only, cross-channel asynchrony experiments is that
the cross-modality experiments used full-spectral-band-
width speech as opposed to spectrally sparse signals used
in the experiments described in [12] and [19]. Greenberg
and colleagues argue that when broadband speech is pre-

sented in quiet, intelligibility is effectively greater than
100% due to the high degree of redundancy in the signal
(i.e., there is a ceiling effect). In support of this conjecture,
they have demonstrated that full-bandwidth, speech does,
in fact, appear to be relatively impervious to spectral
desynchronization [3][11]. Thus, to delineate the “true”
sensitivity of the brain to spectral (and auditory-visual)
asynchrony it may be necessary to use spectrally sparse
speech.

In summary, the studies reviewed above suggest the fol-
lowing scenario. Speechreading provides information
comparable to that of the mid-frequency portion of the
acoustic speech spectrum. Lip movement appears to be
highly correlated with the modulation pattern of acoustic
energy in circumscribed regions of the spectrum. The
highest correlations are observed between lip movement
and acoustic-amplitude envelopes from spectral bands
above 800 Hz. Experiments using spectrally sparse speech
signals indicate that intelligibility declines monotonically
(over a range between 25 and 250 ms) when mid-fre-
quency bands are desynchronized relative to low- and
high-frequency bands.

The present study employs an experimental paradigm sim-
ilar to that used by Greenberg and colleagues in their study
of spectrally sparse speech [12][19]. Instead of desynchro-
nzing four spectral channels relative to each other, the
visual component of the speech signal was delayed or
advanced relative to the lateral acoustic bands (298-375
Hz and 4762-6000 Hz) in order to ascertain the sensitivity
of auditory-visual speech integration under conditions
where there is a minimum amount of redundant informa-
tion with which to derive intelligibility.

Figure 1. Intelligibility (percent words correct) of sparse spec-
tral sentences containing four narrow-band (1/3
octave) channels as a function of slit asynchrony.
Note the relatively symmetrical decline in intelligibil-
ity associated the central slits leading or lagging the
lateral slits. 16 subjects. Adapted from [12].

Figure 2. Intelligibility (percent words correct) of sparse spec-
tral sentences containing four narrow-band (1/3
octave) channels as a function of slit asynchrony.
Note that intelligibility goes below baseline (slits
2+3) when the slit asynchrony exceeds 50 ms). 27
subjects. Adapted from [19]. 



 

2.    METHODS

2.1   Subjects

 

Nine normal-hearing subjects between the ages of 22 and
57 years old (mean = 38.1 years) participated in the study.
Subjects were recruited from eligible staff, patients, and
dependents associated with the Army Audiology and
Speech Center, Walter Reed Army Medical Center, and
were screened binaurally to assure pure-tone air conduc-
tion thresholds of 20 dB HL (or better) at audiometric test
frequencies between 0.25 and 4 kHz and 30 dB HL (or
better) at frequencies between 6 and 8 kHz [2]. All sub-
jects were native speakers of American English, with nor-
mal or corrected-to-normal vision (i.e., visual acuity equal
to or better than 20/30 as measured with a Snellen chart).
Subjects were paid $10.00 per hour for their participation.
The total amount of time required for each subject to com-
plete the experimental protocol was approximately ten
hours, partitioned into five, two-hour sessions. 

 

2.2   Procedures

 

The stimulus presentation structure was based on a ran-
domized block design with repeated measures. Each
experimental condition involved a different speech recog-
nition situation, including listening-alone (audio signal
only), speechreading alone (visual signal only) and listen-
ing while speechreading (audio and visual signals pre-
sented in tandem). Each subject was tested under all
conditions. The subject’s task was to identify the sequence
of words in sentences presented under these different situ-
ations. 

Speech materials consisted of sentences from the IEEE/
Harvard sentence corpus [13] spoken by a female speaker
of general American English. The IEEE sentences were
chosen because they are constructed to have roughly equal
intelligibility across lists and have approximately the same
duration, number of syllables, grammatical structure and
intonation. Each sentence was composed of approximately
7 to 12 words, with five key words identified for the pur-
poses of scoring. Four of the key words were monosyl-
labic, while the fifth was bisyllabic in form.
The sentences were video-taped, with the audio and visual
signals transferred to an optical disk recorder (Panasonic
TQ-3031F). The audio portion of each sentence was digi-
tized (16 bit A/D, 20 kHz sampling rate), normalized in
amplitude and stored on a personal computer for subse-
quent processing and presentation.
Each of the sentences was filtered into two narrow spectral
bands (approximately 1/3-octave in bandwidth) with atten-
uation slopes exceeding 100 dB/octave. The passband of
the low-frequency channel was 298-375 Hz and that of the
high-frequency channel was 4762-6000 Hz. In a previous
study, using acoustic-only signals [11], such stimuli
resulted in approximately 10% intelligibility for sentential
material of slightly greater difficulty (the TIMIT corpus)
than that used in the current experiment. The low intelligi-
bility of the 

 

audio-alone

 

 condition (denoted as A

 

iooi

 

) was
important to insure that the 

 

audio-visual

 

 intelligibility did
not exceed 90% correct (in order to preclude the possibil-
ity of “ceiling” effects). Two additional spectral slits were

used in two of the audio-alone conditions. In one condition
the mid-frequency bands (750-945 Hz and 1890-2381 Hz)
were presented by themselves (A

 

oiio

 

), and in the other con-
dition they were presented in tandem with the lateral slits
(A

 

iiii

 

). These two audio-alone conditions were used to
ascertain intelligibility under conditions comparable to
those employed in the earlier audio-only experiment of
Greenberg and colleagues [11] and as control conditions
for the present study.

Subjects were tested binaurally using headphones (Beyer
Dynamic DT770) in a sound-treated booth. Processed sen-
tences were presented for identification under nineteen
combinations of auditory, visual (speechreading) and
audio-visual conditions. Three conditions were of the
audio-alone variety, one was visual-alone (speechreading
only) and fifteen were audio-visual with varying amounts
of asynchrony between audio and visual signals. For each
of these nineteen conditions, three lists of ten sentences
(150 key words each), were used. No sentence was
repeated to the subject at any point during the experiment
and no feedback was provided. The three audio-alone con-
ditions consisted of listening to the sentences presented
through the spectral slits (either A

 

iooi

 

,

 

 

 

A

 

oiio

 

 or A

 

iiii

 

). The
video-alone (speechreading) condition consisted of well-
lighted motion views of the talker’s face and head dis-
played on a 19-inch color monitor (SONY PVM 2030)
positioned approximately 5 feet from the subject. At this
distance the video image of the talker’s face was life-size.
The 15 auditory-visual conditions consisted of synchro-
nous and asynchronous presentations of audio (A

 

iooi

 

) and
video (speechreading) signals. Acoustic delays ranging
between - 400 ms (audio signal leads) and + 400 ms (video
signal leads) were tested. In the proximity of the synchro-
nous audio-visual condition (0-ms delay), a fine-grained
exploration of temporal asynchrony was performed using
40-ms steps. For long delays (200, 300 and 400 ms) a
coarser granularity of time steps was used. The conditions
in which the audio component 

 

leads

 

 the video are denoted
in terms of 

 

negative

 

 delay for purposes of illustration and
descriptive clarity.

The subject’s task was to identify the words contained in
the sentences. Subjects responded both verbally and in
writing. Subjects were informed that all of the speech
material was composed of meaningful sentences with
proper grammar and syntax. Guessing was encouraged in
cases where sentences were perceptually ambiguous. The
experimenter monitored each subject’s verbal responses
and scored the intelligibility in terms of the number of cor-
rectly repeated key words per sentence. At the end of each
10-sentence list, the total number of key words correctly
repeated was tallied and entered into a computer. All sub-
jects received the same three lists per condition. The order
of conditions (3 audio, 1 visual, and 15 audio-visual) was
randomized separately for each subject. 

 

3.   RESULTS

 

Table 1 summarizes the intelligibility data associated with
the audio-visual, audio-alone and visual-alone conditions
for all nine subjects. The intelligibility data for the audio-
visual integration conditions (only) are plotted in Figure 3.



 

For the audio-alone conditions, intelligibility ranges
between 9% and 31% for the lateral (A

 

iooi

 

) slits
(X=18.6%), between 45% and 81% for the central (A

 

oiio

 

)
slits (X=57%) and between 83% and 98% for all four
(A

 

iiii

 

) slits combined (X=91%). The mean intelligibility is
comparable to that reported by Greenberg and colleagues
[12][19] for a different corpus of sentence materials. The
lateral slits alone (A

 

iooi

 

) are recognized with somewhat
higher accuracy compared to the TIMIT sentences, per-
haps reflecting the slightly more predictable nature of the
word sequences in the IEEE/Harvard sentences. Other-
wise, the mean intelligibility of the two sets of material are

similar for comparable conditions. Intelligibility for the
video-alone condition varies between 1% and 22%
(X=11%).
Intelligibility associated with the audio-visual conditions
varies a great deal, both as a function of A/V onset asyn-
chrony and across subjects. However, in spite of large indi-
vidual differences, the pattern of performance is quite
similar across subjects. In general, integration of auditory
and visual speech scores is quite good when the visual sig-
nal leads the audio signal, but is less efficient when the
audio signal leads the visual signal (Figure 3).

 

Audio Signal Leading (ms) Sync Video Signal Leading (ms) Audio-Alone Video

Sub -400 -300 -200 -160 -120 -80 -40 0 40 80 120 160 200 300 400  iooi  oiio  iiii V

JJL 23.3 48.0 41.3 43.3 50.7 62.7 70.7 72.7 84.0 84.0 80.7 77.3 74.0 61.3 30.7 30.0 69.3 98.0 12.0

LDH 26.0 25.3 19.3 26.7 28.7 50.0 54.0 77.3 74.7 66.7 65.3 62.7 65.3 36.7 18.7 12.0 50.0 83.3 17.0

SMT 25.3 37.3 39.3 53.3 37.3 59.3 55.3 72.0 71.3 70.7 66.0 64.7 79.3 40.0 40.7 13.3 48.7 88.0 19.0

DWC 24.0 38.0 24.0 48.7 41.3 52.0 54.7 64.0 70.7 70.7 67.3 64.7 68.7 44.7 24.0 12.0 52.7 82.7 22.0

MRM 10.0 15.3 18.7 44.0 35.3 46.7 41.3 66.0 56.7 66.7 74.0 62.7 66.0 29.3 16.7 31.3 80.7 96.7 4.0

JEN 18.0 15.3 21.3 18.7 21.3 37.3 31.3 64.7 60.0 63.3 67.3 46.0 57.3 29.3 20.0 8.7 45.3 93.3 6.0

DGK 10.7 22.7 22.7 28.7 32.0 39.3 44.7 62.0 56.0 60.7 66.7 54.7 55.3 38.7 19.3 12.7 46.7 92.7 10.0

MPR 14.7 28.0 20.0 30.7 19.3 41.3 42.0 46.7 52.7 52.7 55.3 43.3 50.7 37.3 26.7 26.7 57.3 95.3 1.0

KEG 15.3 19.3 23.3 12.7 17.3 26.0 24.7 38.0 44.7 46.0 44.7 28.7 35.3 18.7 11.1 20.7 62.0 88.7 7.0

Mean 18.6 27.7 25.6 34.1 31.5 46.1 46.5 62.6 63.4 64.4 65.3 56.1 61.3 37.3 23.1 18.6 57.0 91.0 10.9

S.D. 6.3 11.3 8.6 14.0 11.0 11.5 13.9 12.7 12.5 11.0 10.3 14.6 13.3 11.8 8.7 8.7 11.8 5.6 7.2

 

Table 1.

 

Intelligibility (in terms of the percent of key words correctly recognized) associated with integration of acoustic and visual
signals of IEEE/Harvard sentence material for nine subjects, along with intelligibility of audio-only and video-alone signals.

Figure 3. Intelligibility (percent of key words correct) of sentential material using concurrent acoustic and visual presentation as a
function of intermodal onset asynchrony for each of nine subjects (plus the mean). The acoustic signal consists of two 1/3-
octave slits, one with energy between 298 and 375 Hz, the other with energy between 4792 and 6000 Hz. 



 

For the A/V synchronous condition (0-ms delay) intelligi-
bility ranges between 38% and 77% (X=63%). For all but
two subjects, intelligibility is greater than 60%.

When the audio signal leads the video all subjects exhibit
an appreciable decline in recognition performance, relative
to the synchronous condition for asynchronies as short as
40 or 80 ms (Table 1, Figures 3 and 4). For most subjects
there is a relatively progressive decline in intelligibility as
the audio signal increasingly leads the video. When the
audio signal leads the video by 400 ms the average intelli-
gibility is approximately 20% and equals that of the audio-
alone condition (Figure 4). This progressive decline in
word recognition as a function of onset asynchrony is
comparable in magnitude to that associated with spectral
asynchrony for audio-alone signals (Figure 2), particularly
if the higher intelligibility scores of the latter condition are
taken into account (i.e., the pattern of 

 

relative

 

 decline in
intelligibility is similar).

When the video signal leads the audio, a different pattern
emerges. In contrast to the progressive decline in intelligi-
bility observed when the audio signal leads the video,
word recognition appears to be stable (and in some
instances may actually improve) across a wide range of bi-
modal asynchrony (Figure 4). Average intelligibility does
not appreciably decline below the level associated with the
synchronous A/V condition until the video leads the audio
signal by more than 200 ms. The stability of A/V integra-
tion (as assessed by intelligibility) is manifest for all 9
subjects, despite significant differences in the 

 

absolute

 

level of word-recognition performance (Figure 3). 

For both auditory integration across spectral regions (Fig-
ure 2) and A/V integration (Figure 4), word recognition
performance often exceeds what one might expect from
the simple addition of multiple sources of 

 

independent

 

information. Predicted scores, based on the joint probabil-
ity of making an error in both A and V conditions (or in
both the A

 

iooi

 

 and A

 

oiio

 

 conditions), reflect the minimum
intelligibility improvement expected from the combination
of two sources of information. We refer to these predicted
benefits as “minimal” because they are based solely on the
overall error rates observed in the single-source conditions
(i.e., audio-alone and visual-alone) and do not take into
account the complementarity typically observed between
A and V information in natural speech [9][14]. In terms of
acoustic, spectral integration the predicted performance
for the average four-slit (A

 

iiii

 

) condition is 65%, given the
average intelligibility associated with the A

 

iooi

 

 (18.6%)
and A

 

oiio

 

 (57%) conditions. This predicted performance
level was exceeded (for the studies described in [12] and
[19]) only when the slits were desynchronized by less than
50 ms (Figures 1 and 2). For A/V integration the predicted
level of performance for the combination of speechreading
and A

 

iooi

 

 is 27.5%, given an average intelligibility associ-
ated with the A

 

iooi

 

 (18.6%) and visual-alone (10.9%) con-
ditions. In contrast to audio-alone spectral integration, A/
V integration performance exceeds the predicted (mini-
mum) level of intelligibility for a broad range of A/V asyn-
chronies (-160 ms through 300 ms).

 

4.   

 

 

 

DISCUSSION

 

The current study demonstrates that the ability to integrate
auditory and visual information under conditions of bi-
modal asynchrony is highly dependent on whether the
audio signal leads or lags the video. When the audio leads,
A/V integration declines precipitously for even small
onset asynchronies, similar in pattern to intelligibility
under conditions of spectral asynchrony for acoustic-only
signals [12][19]. When the video leads the audio, A/V
integration remains relatively stable for onset asynchro-
nies as long as 200 ms, similar in pattern to those observed
for a variety of speech materials [6][15][17]. Our data also
suggest that certain subjects experience a slight, but pro-
nounced 

 

gain 

 

in intelligibility when the video signal leads
the audio by 40-200 ms relative to the A/V-synchronous
condition (Figure 3).
Previous studies of AV integration and auditory-visual
asynchrony have focused only on conditions where the
visual signal precedes the audio signal [6][16][17]. One
previous study, which explored conditions where the
visual signal lagged the audio signal [15], used nonsense
syllables of limited entropic capacity (there were only four
A/V-congruent stimuli) which may have potentially
masked the full extent of audio-visual integration. Such a
limited set of stimuli may explain the relatively small
effect of audio-leading asynchrony on speech recognition
when the two modalities are desynchronized by as much
as 267 ms.
The current study also differs from previous work in using
spectral slits as the audio signal. In the past, the audio
component consisted of either full-spectrum speech
embedded in background noise [6][17], a rectangular
pulse train whose rate was modulated by the talker's fun-
damental frequency [16], or nonsense CV syllables
(embedded within a McGurk-effect paradigm) [15]. The
advantage of using spectral slits for assessment of A/V

Figure 4. Average intelligibility (for 9 subjects) associated with
audio-visual speech recognition as a function of bi-
modal signal asynchrony. The audio-leading-video
conditions are marked in blue, the video-leading-
audio conditions shown in red. Baseline audio-only
conditions are marked in black, dashed lines, and the
video-alone condition is shown in orange.



 

integration pertains to the complementary nature of the
audio and video signals used. Neither form of signal pre-
sented by itself results in more than 31% of the key words
recognized (for the best subject) and the average intelligi-
bility is far lower (11% for the video-alone and 19% for
audio-alone conditions). When the audio and video signals
are combined, integration increases dramatically (to 84%
for the best subject), thus providing a large dynamic range
with which to assess the effects of bi-modal asynchrony on
A/V integration.

It has been shown in the past that speechreading cues are
primarily associated with place-of-articulation features
[8][14][21] and that it is the mid-frequency portion of the
audio spectrum (centered around approximately 2 kHz)
that pertains to such video-derived information [5][7][8].
The current study is consistent with these earlier findings
in which combining audio information derived from the
low- and high-frequency channels with the video signal
results in an intelligibility gain that is similar in pattern (if
not quite in magnitude) to that observed when all four
spectral slits are combined (cf. Figures 1, 2 and 4). In this
sense the audio and video signals used in the current
experiment may be of a more complementary form than
signals used in earlier studies.

The current data do not allow us to determine with cer-
tainty why A/V integration is more robust for conditions
where the video signal leads the audio (relative to the con-
verse). One potential explanation for this asymmetry in bi-
modal integration pertains to the level of analytical
abstraction associated with audio- and video-alone signals.
When the audio signal leads the video, the time constants

 

germane to speech processing

 

 may be relatively short, on
the order of 40-120 ms, and pertain principally to the artic-
ulatory dimensions of voicing and manner, which are
largely derivable from the acoustic signal alone. When the
video signal leads the audio, the time constant for integra-
tion is likely to be longer, as the visual modality contains
information particularly pertinent to place-of-articulation
cues [8][14][21] evolving over syllabic intervals of
roughly 200 ms [10]. The modality that leads in the asyn-
chronous conditions may thus determine the level of
abstraction (and hence the time constant) over which bi-
modal processing proceeds.
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